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Magnetic-field-induced domain-wall motion in permalloy nanowires
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Domain wall (DW) depinning and motion in the viscous regime induced by magnetic fields, are investigated
in planar permalloy nanowires in which the Gilbert damping « is tuned in the range 0.008—0.26 by doping with
Ho. Real time, spatially resolved magneto-optic Kerr effect measurements yield depinning field distributions
and DW mobilities. Depinning occurs at discrete values of the field which are correlated with different
metastable DW states and changed by the doping. For «<<0.033, the DW mobilities are smaller than expected
while for «=0.033, there is agreement between the measured DW mobilities and those predicted by the
standard one-dimensional model of field-induced DW motion. Micromagnetic simulations indicate that this is
because as « increases, the DW spin structure becomes increasingly rigid. Only when the damping is large can
the DW be approximated as a pointlike quasiparticle that exhibits the simple translational motion predicted in
the viscous regime. When the damping is small, the DW spin structure undergoes periodic distortions that lead
to a velocity reduction. We therefore show that Ho doping of permalloy nanowires enables engineering of the

DW depinning and mobility, as well as the extent of the viscous regime.
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I. INTRODUCTION

Domain wall (DW) propagation in magnetic nanowires'-?

holds both fundamental interest and the potential for appli-
cations in logic and memory devices.>* In the commonly
studied planar permalloy wires (NigoFe,,,Py), where the
width of the wire is much larger than the thickness, two types
of DW spin structure are stable at zero field:>° transverse
walls (TW) in thinner and narrower wires and vortex walls
(VW) in thicker and wider wires. Applying a magnetic field
H along the axis of the wire causes the DW to propagate in
the field direction to minimize the Zeeman energy,”® and for
sufficiently low H this process is well described by a one-
dimensional (1D) model originally developed for Bloch-type
DWs (Refs. 9 and 10) that predicts a linear dependence of
the DW velocity on the field (v=puH, where u=vyA/« is the
DW mobility, 7y is the gyromagnetic ratio, A the DW width
and « the Gilbert damping constant). In this low field, vis-
cous regime the DW spin structure is preserved.'! At a criti-
cal (Walker threshold) field Hy, which is directly propor-

1098-0121/2010/82(9)/094445(7)

094445-1

PACS number(s): 75.78.Fg, 75.78.Cd, 75.50.Bb

tional to « and the saturation magnetization M, the average
DW velocity is drastically reduced,’'?> accompanied by an
oscillatory motion of the DW and transformations of the DW
spin structure (in Py, from TW to VW or antivortex wall, and
vice versa). Temporal oscillations of the nanowire resistance
showed that these DW transformations contain a periodic
component'>!* and the accompanying velocity oscillations
have been detected by time-resolved magneto-optic Kerr ef-
fect (MOKE) measurements.'> Subsequently, a loss of peri-
odicity in the DW transformations due to interlayer magnetic
interactions and edge roughness was demonstrated in a
single shot experiment on a Py wire in a multilayer stack.'® A
further increase in the field leads eventually to a second lin-
ear motion regime,’~!> where the DW motion is predicted to
occur via the serial processes of nucleation, gyrotropic mo-
tion and annihilation of vortex-antivortex pairs.'’

There is growing interest in trying to prevent the DW
transformations and consequent velocity breakdown at Hy, in
order to extend the range of H for which simple translational
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FIG. 1. XMCD-PEEM image of a DW (vortex-type) positioned
at a bend in a 1500 nm-wide, zig-zag Py wire by an initializing field
H,;. Magnetic contrast is in the vertical direction (see contrast strip
on the right). A propagation field H is applied at 22.5° to the zig-zag
branches. The DW subsequently passes through a MOKE laser spot
(white ring).

DW motion occurs, making magnetic nanowires more attrac-
tive for use in devices. Several methods have been proposed
or demonstrated, including introducing an underlayer with
large perpendicular magnetic anisotropy,!® adding a
perpendicular'® or transverse bias field,®® engineering the
wire geometry?! or even exploiting the natural edge
roughness.”” At the same time there is a drive to control the
DW depinning from thermally stable positions or pinning
sites, e.g., by tuning the wire geometry.® In this work we
investigate the effect on DW depinning and motion of sys-
tematically modifying the damping, achieved by doping Py
nanowires with Ho.?* Although increasing « is predicted to
have little effect on the depinning field* and to reduce the
DW velocity, it is also expected to postpone the onset of DW
transformations to higher fields.”!® We report on depinning
at discrete values of field which correlate with different
metastable DW states and are changed by the Ho doping.
The measured DW mobility agrees with the 1D model only
for large o and comparison with micromagnetic simulations
indicates that a-dependent DW spin structure distortions ac-
count for this discrepancy.

II. EXPERIMENTAL METHOD

We study Py zig-zag wires of 1500 nm width, 20 nm
thickness and length approximately 80 wm fabricated on Si
substrates by electron-beam lithography and lift-off. The
damping « was controlled by codepositing the Py with Ho,?*
and nanowires of five different compositions were obtained:
pure Py and Py doped with 1, 2, 4 and 10 at. % Ho, hereaf-
ter referred to as Py(OHo), Py(1Ho), etc. Ferromagnetic reso-
nance measurements were used to determine « as 0.008,
0.02, 0.033, 0.087, and 0.26, respectively. Adding Ho re-
duces Mg by 5% per at. % Ho due to antiferromagnetic cou-
pling between the rare earth sublattice and the Py.?

To investigate DW motion in the nanowires, we use a real
time focused MOKE technique as described in Ref. 27. A
DW is positioned at a bend in the nanowire (Fig. 1) by ap-
plying and subsequently reducing to zero an initializing field
H; in plane and perpendicular to the wire. In this wire geom-
etry, VWs have the lowest energy and while TWs may arise
directly after initialization, they relax immediately to the
vortex-type as soon as fields are applied.® A field H used to
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propagate the DW is ramped linearly from zero to 50 G in
50 us. The DW velocity is deduced from the time 7 taken
by the DW to transit a focused laser spot of known diameter
positioned 10 wm from the bend. The depinning field is de-
duced from the time of arrival of the DW at the laser spot
(t5), which is possible because the evolution of the field with
time is known, and the field sweep on the scale of tens of us
is slow compared to the ~100 ns required for the DW to
reach the laser spot.>” We repeat the DW initialization and
propagation through the laser spot approximately 200 times
for each nanowire and determine the depinning field distri-
bution and mobility.

III. DOMAIN WALL DEPINNING

The distributions of DW depinning fields for Py wires of
each composition obtained in the experiment are plotted in
Fig. 2. The dominant feature of this data is that, even though
the DWs are prepared in nominally identical ways, depinning
occurs at different fields and even clusters at certain values
of field, meaning that there are a few discrete field values at
which a wall can depin. These depinning clusters or “chan-
nels” are particularly apparent for Py(1Ho) and Py(2Ho).
Since the depinning field is directly proportional to the time
of arrival of the DW at the laser spot, this data suggests that
some DWs may take more time to reach the laser spot than
others due to different paths taken through the energy land-
scape, e.g., as the fine structure of the DW is constantly
evolving due to thermal fluctuations, on some passes the DW
could interact more strongly with a wire defect that pins it
for a longer time than on other passes. However, perhaps a
more likely explanation stems from the different metastable
states of the DW that could arise when it is prepared at the
bend in the wire. Hayashi ef al.?® found four distinct states of
a DW trapped at an artificial pinning site in a Py wire, cor-
responding to two TWs and two VWs, each with either
clockwise or counterclockwise circulation, requiring differ-
ent depinning fields. In our case both clockwise and counter-
clockwise VWs are possible but only one orientation of the
TW is allowed; that with the magnetization at the DW center
pointing in the direction of the initializing field. Evidence for
this is that these three DW structures have been observed in
similar zig-zag wires by x-ray magnetic circular dichroism
photoemission electron microscopy (XMCD-PEEM) (Ref.
29) and three distinct depinning channels have been ob-
served before in pure Py wires using the same focused
MOKE setup.?” The details of the depinning field distribution
appear to depend strongly not only on the sample composi-
tion, as indicated by the variety of distributions in Fig. 2 but
also on its geometry. For example, the pure Py wire
[Py(OHo)] differs only by 5 nm in thickness from a similar
wire investigated in Ref. 27, and yet there is a significant
reduction in the discreteness of the depinning channels.

For Py(1Ho), there are three distinct depinning channels,
with two or three for Py(2Ho) and two (albeit closely spaced)
for Py(4Ho). For Py(10Ho), only one depinning channel is
evident, although it should be noted that here only a limited
number of measurements were possible due to the difficulty
of obtaining a large enough Kerr signal. In Fig. 2 each chan-
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FIG. 2. Probability distributions of the depinning field H,, of a DW in 1500 nm-wide, 20 nm-thick Py wires doped with Ho. Pure Py

=Py(0OHo), Py doped with 1 at. % Ho=Py(1Ho), etc.

nel is marked with its average depinning field. The number
of depinning channels is in good agreement with observa-
tions by XMCD-PEEM, represented in a probability chart in
Fig. 3, which show that while VWs of both chirality and
TWs appear after initialization in Py(1Ho) and Py(2Ho), the
TWs are extremely rare for Py(4Ho) (thus the third channel
is lost), and in Py(10Ho), while VWs of both circulation
remain, TWs are never seen. The question remains why the
two depinning channels corresponding to the VWs of differ-
ent circulation should converge to a unique depinning field
as the Ho doping increases from 4 to 10 at. %. This detail
suggests that the depinning barriers for the two VWs become
closer in energy as the Ho content increases.

In order to better understand the DW depinning, we per-
formed micromagnetic simulations® (Fig. 4). A section of
the Py wire at a bend was reproduced, a clockwise and a
counterclockwise VW were prepared in turn, and a magnetic
field applied in the same direction as in the experiment (com-
pare Fig. 1) was gradually increased until the DWs exited the

bend. The simulation parameters for Py(OHo) were «
=0.008, M;=800 kA/m, exchange constant A=13
X 107! J/m, magnetocrystalline anisotropy K=0 and cell
size 5 nm. For Py(OHo), the clockwise and counterclockwise
VWs depinned abruptly at 13.1 G and 25.6 G, respectively.
Figure 4 illustrates the DW spin configurations. The simula-
tions were repeated for wires of all compositions, varying «
and Mg as appropriate. The exchange constant was not ad-
justed, as simulations showed that reducing A on the order of
the doping concentration (i.e., up to 10%, a “worst case”
scenario) did not produce any change in the depinning field.
The depinning fields are plotted in Fig. 5(a) as a function of
Ho content. The third DW configuration, a TW, always trans-
formed to a VW before depinning, making a third depinning
channel impossible to reproduce. While in the experiment,
TWs, observed as one of the three metastable DW states,
require a certain field in order to depin, and subsequently
transform, in the simulation an immediate transformation
from TW to VW is permitted.

094445-3



MOORE et al.

[
Q
=
=
[a]
kS
z
= = vw2
s 77 W1
£ - TW

0 1 2 4 10
Ho content (at%)

FIG. 3. Probability of finding transverse walls (TWs) and vortex
walls (VWs) after initialization, for each wire composition, mea-
sured by XMCD-PEEM imaging. The two VW chiralities are la-
beled VW1, VW2 (clockwise and counterclockwise). In Py(4Ho)
and Py(10Ho) both VW chiralities were seen but their probabilities
are not accurately known due to the small number of initializations
performed for these samples.

Comparing our results with those of Hayashi et al.,”® the
TW is expected to have the largest depinning field. This,
together with the fact that TWs are the commonest DW type
in Py(OHo), Py(1Ho), and Py(2Ho) (Fig. 3), is consistent
with the largest cluster of depinning fields being at the high-
est field in each case (13.8 G, 11.5 G, and 11.1 G, respec-
tively). The growing dominance of clusters at lower fields as
the Ho content increases can be ascribed to the increasing
number of VWSs observed at initialization. For Py(4Ho) and
Py(10Ho), TWs are very unlikely and so the depinning field
clusters must be generated almost entirely by the depinning
of VWs. Experimental depinning fields for the various DW
configurations in each wire are depicted in Fig. 5(b). Here we
have assumed that VWs with counterclockwise circulation
depin at higher fields than VWs with clockwise circulation,
in line with our simulation.

Comparing simulation and experiment, we see that in
both cases across the full Ho doping range 0—10 at. % the
depinning field averaged over all DW types tends to decrease
with increasing Ho content [open squares in Figs. 5(a) and
5(b)]. In this way the depinning field behaves similarly to the
threshold current density j. for DW motion in the same
wires.3! The decrease in M ¢ with increasing Ho content is the

Clockwise

Counterclockwise

FIG. 4. (Color online) Simulated spin configurations of (i) a
clockwise and (ii) a counterclockwise VW positioned at a bend in a
1500 nm-wide, zig-zag, pure Py wire. The DWs depin abruptly at
the fields indicated. Components of the applied field transverse
(H ,) and parallel (H,) to the right branch of the wire are indicated.
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FIG. 5. (Color online) (a) Depinning fields H,, for clockwise
and counterclockwise vortex walls as a function of Ho content,
from simulation. Open squares represent the depinning field aver-
aged over the two VW types. (b) Depinning fields H,, for the vari-
ous DW spin structures as a function of Ho content, from experi-
ment. TW=transverse wall (solid squares), VW(ccw)
=counterclockwise vortex wall (circles), VW (cw)=clockwise vor-
tex wall (triangles). Open squares represent the depinning field av-
eraged over all DW types. The error bars are the standard deviations
of the associated depinning field clusters. For Py doped with
10 at. % Ho there is only one depinning field cluster, represented
by its average value.

probable cause of the drop in depinning field. For Ho doping
between 1 and 4 at. %, the depinning fields of the VWs
decrease in the simulation but increase in the experiment. We
expect that this difference is due to extrinsic pinning, which
is not accounted for in the simulation. Meanwhile, the differ-
ence in depinning field between the two VW types decreases
as the Ho content increases in both the simulation and the
experiment. The demagnetizing energy and the Zeeman en-
ergy both depend on Mg, which decreases, and the simula-
tions show that the Zeeman energy undergoes a larger de-
crease for the counterclockwise VW than for the clockwise
VW as the Ho content is increased, leading to the conver-
gence of the VW depinning fields

For Ho doping from O to 2 at. %, the depinning field of
the TW decreases as the Ho doping increases. The TW has a
large magnetostatic field, which can help to pin it at edge
defects or, as in this case, at the bend in the wire. A reduction
in Mg decreases this magnetostatic field and thereby the de-
pinning field.

IV. DOMAIN WALL MOTION

The experiment shows that the time 7 for the DW to
transit the laser spot, and thus the DW velocity, has a distri-
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FIG. 6. (Color online) Distribution of laser spot transit times for
DW motion in a pure Py wire. The columns are the experimental
data, normalized to a depinning field of 11 G. The squares are
simulation data, obtained by analyzing 5000 simulated Kerr signals
with signal-to-noise ratio as in the experiment. The inset shows a
simulated Kerr signal.

bution. The distribution of T for the pure Py wire is shown in
Fig. 6: the most common transit time is 11 =1 ns. To under-
stand the shape of this distribution we performed an analysis
of simulated MOKE data. 5000 model Kerr signals with
identical transit times of 11 ns were superimposed with
Gaussian white noise of the same amplitude as in the experi-
ment (signal-to-noise ratio 1:1). The inset of Fig. 6 shows an
example of a simulated Kerr signal. Fitting with an error
function to obtain 7 in the same way as in the experiment,?’
we obtain a distribution of T that matches very well the
shape of the experimental distribution (Fig. 6). The peak
transit time of the simulated distribution is T,,=11%1 ns,
obtained by curve fitting (where the precise fit function is
unimportant due to the 2 ns histogram bin size and corre-
spondingly large uncertainty). We conclude that while the
broadening is due to the noise level of the measurement, 7,
of the experimental distribution is a suitable value to use in
calculating the DW velocity because in the simulation the
underlying transit time of 11 ns correlates to the peak of the
distribution and survives the addition of the noise.

The DW mobility is determined from the ratio of velocity
to field. To find the average DW mobility in a given wire we
use the average of the depinning field distribution. The mo-
bility is shown in Fig. 7 as a function of 1/« (squares), and
it tends to decrease with increasing «, in qualitative agree-
ment with the 1D model. Plotting the 1D model prediction
(solid line) we also find a fairly good quantitative agreement
but only for a=0.033.

In order to understand the discrepancy between theory
and experiment in Fig. 7, we turn to micromagnetic simula-
tions of DW motion.’?> A head-to-head VW was placed in a
10 um-long Py wire with width, thickness and material pa-
rameters the same as in the experiment (a=0.008-0.26,
M¢=800-400 kA/m, A=13X 107" J/m, K=0, cell size 5
nm) and subjected to an applied field of 11 G at an angle of
22.5° to the wire direction, mimicking the experimental ge-
ometry. Figure 8(a) shows the DW displacement, propor-
tional to the magnetization along the wire direction M,, as a
function of simulation time. It is seen that, in general, the
gradient of M (¢) and thus the DW velocity decreases with
increasing Ho content, in qualitative agreement with the ex-
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FIG. 7. DW mobility as a function of 1/« for 1500 nm-wide, 20
nm-thick Py wires doped with Ho determined by real time MOKE
(squares) and micromagnetic simulation (down triangles). The solid
line is the prediction from the 1D model v=(yA/a)H, with y
=176 GHz/T and A=20 nm (the “effective width” of a VW).

periment. The simulations also reveal subtle changes in the
nature of the DW motion as the Ho content increases, illus-
trated in Fig. 8(b). For @=0.008, 0.02, and 0.033 the vortex
core moves toward the upper edge of the wire and toward the
leading edge of the DW. For @«=0.008, the vortex core posi-
tion oscillates perpendicularly to the wire axis with low am-
plitude (~100 nm) while the DW moves forward, giving
small periodic changes in the gradient of M (¢) as seen in
Fig. 8(a). As « increases, the vortex core tends to remain
closer to the center of the DW (a=0.087 and 0.26) while the
DW moves forward increasingly slowly. For a=0.26, the
vortex core appears to start moving toward the opposite
(lower) edge of the wire and toward the trailing edge of the
DW. The simulations also show that transformations of the
DW spin structure such as vortex nucleation and annihilation
do not occur for any wire composition, suggesting that DW
motion remains in the low-field, viscous regime.

In order to compare the simulations with the real time
MOKE experiment, we examined the steady state DW mo-
tion in each wire (which occurs for 1= 12 ns) and calculated
the time required for the DW to travel 10 um (the distance
from the DW start position to the laser spot in the experi-
ment). The resulting average DW mobility is shown in Fig. 7
(down triangles).

The DW mobilities as a function of 1/« obtained from
experiment and simulation are qualitatively similar, showing
a reduction in the mobility as « increases. The detailed dif-
ferences between experiment and simulation are as follows.
First, the simulated DW mobilities are larger than the experi-
mental values and by a factor of approximately two for small
a. Possible reasons for this are: (i) material inhomogeneities
that would reduce the DW mobility are not included in the
simulations (as they are inherently unknown) and (ii) the
simulations do not account for thermal fluctuations, which
are beyond the scope of this study. An investigation of dis-
order effects on VW propagation by micromagnetic model-
ing demonstrates that disorder increases effective damping
and reduces DW velocity in the viscous regime, and could
explain our results.’® Second, the simulated DW mobilities
follow the behavior predicted by the 1D model more closely
than the experiment (reasonable agreement occurs up to
1/ a@=50 for the simulations but only up to 1/a=30 for the
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FIG. 8. (Color) (a) DW displacement as a function of time for a
micromagnetic simulation of a vortex-type DW propagated by an
external field in a 1500 nm-wide, 20 nm-thick Py strip, for different
Ho concentrations. (b) Snapshots of the propagating DW from the
simulations. At the start the vortex core is in the center of the wall
and the wire, and there is no difference in the wall width for differ-
ent Ho concentrations. The relative displacement and wall spin
structure is subsequently shown for each wire at a simulation time
t=12 ns, when the DW reaches steady state motion. The color
wheel indicates the direction of the magnetization. Arrows on the
images approximate the vortex core trajectory between =0 and ¢
=12 ns. (¢c) Comparison of the DW displacement in a pure Py strip
for two applied fields: (i) 10 G along the wire, and (ii) 11 G at 22.5°
to the wire.

experiment). This suggests that, for «=0.02 (simulation)
and @=0.033 (experiment), the DW may be described well
as a pointlike quasiparticle. Figure 8(b) shows that this is a
good approximation because apart from the initial sideways
movement of the vortex core for a=0.02 and 0.033, there is
very little distortion in the DW spin structure. Finally, for
a=0.008, the DW mobilities determined from simulation
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and experiment are both smaller than predicted by the 1D
model. This is because the oscillating vortex core emits spin
waves that may reduce the efficiency of the field-induced
motion.

In simulations of the same pure Py wire but with the field
oriented along the wire direction’® we showed that the
Walker breakdown process for this wire geometry involves
the growth of vortex core oscillations toward large ampli-
tude, larger than seen for «=0.008 here and that this process
begins at 10 G. Thus we infer that, in the present case since
no or only small oscillations are seen, Walker breakdown has
not been reached for any of the wires (although it may be
about to ensue for @=0.008). Since 11 G applied at 22.5° to
the wire corresponds to a longitudinal component of 10 G
and a transverse component of 4 G, and M ,(¢) is very similar
for the two cases (i) 10 G along the wire and (ii) 11 G
applied at 22.5° to the wire direction [see Fig. 8(c)], we
conclude that the transverse component of the field has little
effect on the motion of the vortex wall. We also conclude
that since the vortex core remains closer to the center of the
wire as « increases and Walker breakdown requires the side-
ways movement and oscillation of the vortex core, the
Walker breakdown field will increase as the doping in-
creases.

We close this section by offering an empirical explanation
for the difference in depinning field between the two VW
types and the narrowing of this difference as the Ho content
increases [recall Figs. 5(a) and 5(b)]. Both the simulations of
DW motion [Fig. 8(b)] and the simulations of DW depinning
of both VW types show that for sufficiently small « the
vortex core moves toward the leading edge of the DW, re-
quiring the expansion of the rear part of the VW. In the
clockwise (counterclockwise) VW, the magnetization in the
expanding rear part is aligned with (opposed to) the trans-
verse field component (see Fig. 4 for a depiction), so the
depinning of the clockwise (counterclockwise) VW should
be easier (more difficult). Meanwhile as the Ho doping in-
creases the vortex core remains closer to the wire center and
the expansion of the rear part of the VW becomes less im-
portant. Thus for high doping the clockwise and counter-
clockwise VWs end up with a similar energy barrier for
depinning.

V. CONCLUSIONS

In summary, we find that Ho doping of Py wires and the
consequent increase in damping « reduces the DW mobility
but that u(a) only adheres to the prediction of the 1D model
for large . The discrepancy between theory and experiment
can be understood using micromagnetic simulations, which
show that only for large o can the DW be approximated by a
point particle and the 1D model applied. For small a the DW
spin structure undergoes periodic distortions that lead to a
smaller mobility than predicted. We deduce from the simu-
lations that the onset of Walker breakdown is delayed with
increasing doping, due to the increased stability of the DW
structure. Finally, the distributions of DW depinning fields,
which display distinct channels due to the different meta-

094445-6



MAGNETIC-FIELD-INDUCED DOMAIN-WALL MOTION IN...

stable states of the DWs, change with the doping due to the
changing probability of the initial DW type and the modified
a and M.

We conclude that doping Py wires with Ho enables con-
trol over many aspects of DW propagation, including depin-
ning, mobility and Walker breakdown. This is very important
in view of devices that seek to controllably propagate DWs
in a viscous regime where their spin structure is preserved.
We note that other rare earths such as Gd, Tb, and Dy may
have the same or enhanced effects.?+26:34
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